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The problem proposed by Steklov [1] of finding all the cases when the equations of motion of a rigid body in an ideal fluid allow of a fourth integral in the form of a homogeneous polynomial of arbitrary degree is considered. When there is a certain symmetry, when other methods do not work [2-6], this problem is solved, including for a particular integral: all these cases are exhausted by the classical cases. An improvement of Husson's approach [7] is proposed, beginning from the second step. © 2000 Elsevier Science Ltd. All rights reserved.

## 1. INTRODUCTION AND FORMULATION OF THE RESULT

The equations of inertial motion of a rigid body for irrotational flow around the body of an ideal homogeneous incompressible fluid, which is at a rest at infinity, have the form [8]

$$
\begin{align*}
\dot{M} & =M \times \omega+p \times v, \dot{p}=p \times \omega, \omega=\partial T / \partial M, v=\partial T / \partial p \\
2 T & =\langle a M, M\rangle+2\langle b M, p\rangle+\langle c p, p\rangle \tag{1.1}
\end{align*}
$$

Here $M$ has the meaning of the total moment of the "body plus fluid" system, $p$ is the overall momentum, differentiation with respect to time is carried out in a system of coordinates frozen in the body, $a, b$ and $c$ are constant $3 \times 3$ matrices, comprising the positive-definite matrix

$$
\left\|\begin{array}{ll}
a & b \\
b & c
\end{array}\right\|
$$

inverse to the matrix of the inertia coefficients when the added masses are taken into account, $T$ is the overall kinetic energy, $\omega$ is the angular velocity of the body and $v$ is the velocity of the origin of coordinates [9].

Equations (1.1) have an invariant measure and three quadratic conservation laws, discovered by Kirchhoff: $T,\langle M, p\rangle, p^{2}$.

These equations also arise in other physical problems. For example, they describe the rotation around a fixed point of an electrically charged rigid body in a uniform magnetic field and an axisymmetic force filed with a quadratic potential, neglecting the effect of self-induction (in this case only the form $\langle a M, M\rangle$ ) is positive-definite) $[10,11]$.

The function $F(x)$ is said to be algebraic at the point $x=0$, if $A_{0}+A_{1} F+\ldots+A_{k} F^{k}=0$, where $\mathrm{A}_{0}(x), \ldots, A_{k}(x)$ are functions that are analytic at the point $x=0, A_{k}(x) \neq 0, k \in N$, see [12].

The integral of system (1.1) is said to be supplementary [1,8], if it is independent of the classical integral and is said to be particular $[13,14]$ if it is only conserved when $\langle M, p\rangle=0$. It can be shown that the additional integral (general or particular) of system (1.1), algebraic at the point $M=p=0$, can be reduced to a corresponding supplementary homogeneous rational integral [15, 2].

Steklov [1] and Lyapunov [16] obtained all the cases of the existence of a supplementary linear and quadratic integral of system (1.1)(later this was done in [17] for an arbitrary, not necessarily positivedefinite, form $T$ ).
Theorem. For values of the parameters

$$
a=\operatorname{diag}\left(a_{1}, a_{1}, a_{3}\right), a_{1}>0, a_{3}>0, b=\operatorname{diag}\left(b_{1}, b_{1}, b_{3}\right), c=\operatorname{diag}\left(c_{1}, c_{2}, c_{3}\right)
$$

all cases of the existence of an additional algebraic general or particular integral of system (1.1) are exhausted by the classical integrals: Kirchhoff [8], Clebsch [18] and Chaplygin [13].

[^0]Corollary. Chaplygin's integral of the fourth degree [13] is not continued to the algebraic integral outside the surface $\langle M, p\rangle=0$.

This problem was investigated in [2] when $a_{1} \neq a_{2} \neq a_{3}$ and for arbitrary $b$ and $c$ by making the replacement $p \rightarrow \varepsilon p$ and splitting the separatrice of Euler's case, where the Hamiltonian nature of the perturbed problem (1.1) is essentially employed, see [3, 4].
When $a_{1}=a_{2}$ in the unperturbed case of a regular Euler-Lagrange precession there are no separatrices. The splitting of the other separatrices with another introduction of a small parameter is established either for small $c_{1}+c_{2} \neq 0$ [5], or for fairly large $a_{3} / a_{1}[6]$; the density of the secular setfor almost all $a_{3} / a_{t}>2$ [6] (with the exception of the classical integrable cases).
Remark. In the most important case when the body has three mutually perpendicular planes of symmetry

$$
a=\operatorname{diag}\left(a_{1}, a_{2}, a_{3}\right), a_{i}>0, i=1,2,3, b=0, c=\operatorname{diag}\left(c_{1}, c_{2}, c_{3}\right)
$$

the theorem of this paper, together with the result obtained in [2], concludes the problem formulated by Steklov [1].
The proof of the theorem rests on Husson's method [7] of the expansion of the supplementary integral in a small parameter, uses the technique of the analysis of algebraic relations of Abel integrals, rising to the classical Abel and Chebyshev results [19] and which rest on the estimate of the algebraic multiplicity of zero defined in Section 1.

When the unperturbed system has a complete set of algebraic integrals (Section 5), the obstacles to integrability in osculating algebraic variables are reduced directly to the residues and periods on the unperturbed solution in certain integro-differential operators of the vector field (cf. [20, 14]). These operators contain an integration along the unperturbed solution and differentiation with respect to the osculating variables and the perturbation parameter.

## 2. THE ALGEbRAIC MULTIPLICITY OF ZERO

Suppose $x \in \mathbf{Q}$. We will but

$$
W=s^{2}-1, \vartheta=(s-1) /(s+1), \mathbf{M}=N_{0} \cup\left(-3 / 2-N_{0}\right), N=(0,1,2 \ldots)
$$

Abel's lemma [21]. The integral $\int W^{\boldsymbol{x}} d s$ is an algebraic function of $s, \ln \vartheta$ if and only if $x \in \mathbf{Z} / 2$. In particular, it will be an algebraic function of $s$ if and only if $x \in \mathbf{M}$.
The proof of Abel's lemma follows from the well-known results in [21, 22].
Suppose a ring $K$ is generated above $C$ by the functions $s, 1 / \sqrt{W}$ and a ring $L$ is generated above $K$ by the function in $\vartheta$. For

$$
f=\sum_{l=0}^{n} f_{l}(\ln \vartheta)^{l}, f_{l} \in K+W^{1 / 4} K, n \in N_{0}
$$

we put $v_{\infty} f:=\min _{l} \operatorname{ord}_{\infty} f_{l}$.
The following two properties of $\operatorname{ord}_{\infty}$ are extended to $\nu_{\infty}$.
Property 1.

$$
v_{\infty}(f+g) \geqslant \min \left(v_{\infty} f, v_{\infty} g\right\}
$$

When $\nu_{\infty} f \neq \nu_{\infty} g$ we have an equality.
Property 2.

$$
v_{\infty}(f g)=v_{\infty} f+v_{\infty} g
$$

Lemma 1. Suppose $g(s)$ is a function that is algebraic at the point $s=\infty$. Then
(a) if $\operatorname{ord}_{\infty} g \neq 0$, then $\operatorname{ord}_{\infty} g^{\prime}=\operatorname{ord}_{\infty} g+l$;
(b) if $\operatorname{ord}_{\infty} g=0$, then $\operatorname{ord}_{\infty} g^{\prime}>1$.

Property 3. Suppose $f \in L$. Then
(a) $\nu_{\infty} f^{\prime} \geqslant 1+\nu_{\infty} f$;
(b) if $v_{\infty} f^{\prime} \leqslant 1$, then $v_{\infty} f^{\prime}=1+v_{\infty} f$.

Criterion 1. Suppose $f \in L, \nu_{\infty} f^{\prime} \geqslant 2$ Then

$$
\int f d s \in L, \quad v_{\infty}\left(\int f d s\right) \geqslant 0
$$

## Criterion 2. Suppose

$$
J_{l m}=\int\left(W^{\prime} \int W^{m} d s\right) d s, \quad l, m \in Z
$$

Then the condition $J_{l m} \notin L$ is equivalent to $\min \{l, m\} \leqslant-1 \leqslant l+m$.
The proofs of properties 1,2 , and 3 of Lemma 1 and Criteria 1 and 2 are given in Section 6.

## 3. HUSSON VARIABLES

We make the replacement

$$
\begin{aligned}
& (M, p) \rightarrow\left(y_{1}, y_{2}, r, z_{1}, z_{2}, p_{3}\right), \quad t \rightarrow i t \\
& \omega=(p, q, r), \quad p=\left(p_{1}, p_{2}, p_{3}\right) \\
& y_{1}=p+i q, \quad y_{2}=p-i q, \quad z_{1}=p_{1}+i p_{2}, \quad z_{2}=p_{1}-i p_{2}
\end{aligned}
$$

used by Husson for a symmetrical heavy rigid body (see [23]). We obtain

$$
\begin{align*}
& \dot{y}_{1}=-\alpha r y_{1}+p_{3}\left(\beta_{3} z_{1}+\beta_{2} z_{2}\right) / 2-\beta(1-\alpha)\left(r z_{1}+y_{1} p_{3}\right)+2 \beta_{1} z_{2} \\
& \dot{y}_{2}=\alpha r y_{2}-p_{3}\left(\beta_{2} z_{1}+\beta_{3} z_{2}\right) / 2+\beta(1-\alpha)\left(r z_{2}+y_{2} p_{3}\right)-2 \beta_{1} r z_{1} \\
& \dot{r}=\frac{\beta_{2}}{4(1-\alpha)}\left(z_{1}^{2}-z_{2}^{2}\right)+\frac{\beta}{2}\left(y_{2} z_{1}-y_{1} z_{2}\right)-\frac{\beta_{1}}{1-\alpha}\left(y_{2} z_{2}-y_{1} z_{1}\right)  \tag{3.1}\\
& \dot{z}_{1}=y_{1} p_{3}-r z_{1}, \quad \dot{z}_{2}=r z_{2}-y_{2} p_{3}, \quad \dot{p}_{3}=\left(y_{2} z_{1}-y_{1} z_{2}\right) / 2
\end{align*}
$$

where

$$
\begin{aligned}
& 1-\alpha=a_{1} / a_{3}, \quad 2 \beta=2 b_{3}-b_{1}-b_{2}, \quad 2 \beta_{1}=b_{1}-b_{2} \\
& \beta_{2}=a_{1}\left(c_{1}-c_{2}\right), \quad \beta_{3}=a_{1}\left(c_{1}+c_{2}-2 \tilde{c}_{3}\right), \quad \bar{c}_{3}=c_{3}-\beta^{2} / a_{3}+\beta_{1}^{2} / a_{1}
\end{aligned}
$$

We will write the linear combinations of the initial integrals

$$
H=2 a_{1} T+\left(\beta_{1}^{2}-a_{1}\left(c_{1}+c_{2}\right) / 2\right) p^{2}, \quad H_{1}=2 a_{1}\langle M, p\rangle-2 \beta p^{2}, \quad H_{2}=p^{2}
$$

in the form

$$
\begin{align*}
& H=y_{1} y_{2}+(1-\alpha) r^{2}+\beta_{2}\left(z_{1}^{2}+z_{2}^{2}\right) / 4-\beta_{3} p_{3}^{2} / 2 \\
& H_{1}=y_{1} z_{2}+y_{2} z_{1}+2(1-\alpha) r p_{3}-\beta_{1}\left(z_{1}^{2}+z_{2}^{2}\right)-2 \beta z_{1} z_{2}-2(2-\alpha) \beta p_{3}^{2}  \tag{3.2}\\
& H_{2}=z_{1} z_{2}+p_{3}^{2}
\end{align*}
$$

When $\beta_{2} \neq 0$ (i.e. with the exception of the integrable Kirchhoff case), without loss of generality we can put $\beta_{2}=1$, assuming that either $p, b \in \mathbf{R}$ or $p, b \in \mathbf{i} \mathbf{R}^{3}$ (the latter is equivalent to replacing $p, b$ and $c$ by $p / \sqrt{\beta_{2}}, b \sqrt{\beta_{2}}$ and $\left.c \beta_{2}\right)$.

## 4. THE REPLACEMENT $\left(y_{2}, z_{1}, p_{3}\right) \rightarrow \varepsilon\left(y_{1}, z_{1}, p_{3}\right)$

Following Husson, when $\beta=0$ we introduce a small parameter $\varepsilon$ into the system by means of this replacement.
The system and the integrals take the form

$$
\begin{align*}
& \dot{y}_{1}=-\alpha y_{1}+p_{3}\left(\varepsilon \beta_{3} z_{1}+z_{2}\right) / 2-\beta(1-\alpha)\left(r z_{1}+\varepsilon y_{1} p_{3}\right) \\
& \dot{y}_{2}=\alpha r_{2}-p_{3}\left(\varepsilon z_{1}+\beta_{3} z_{2}\right) / 2+\beta(1-\alpha)\left(r_{2}+\varepsilon y_{2} p_{3}\right) \tag{4.1}
\end{align*}
$$

$$
\begin{align*}
& \dot{r}=\frac{1}{4(1-\alpha)}\left(\varepsilon^{2} z_{1}^{2}-z_{2}^{2}\right)+\frac{1}{2} \varepsilon \beta\left(y_{2} z_{1}-y_{1} z_{2}\right) \\
& \dot{z}_{1}=\varepsilon y_{1} p_{3}-r z_{1}, \quad \dot{z}_{2}=z_{2}-\varepsilon y_{2} p_{3}, \quad \dot{p}_{3}=\left(y_{2} z_{1}-y_{1} z_{2}\right) / 2 \\
& z_{2}^{2} / 4+(1-\alpha) r^{2}+\varepsilon y_{1} y_{2}+\varepsilon^{2}\left(z_{1}^{2} / 4-\beta_{3} p_{3}^{2} / 2\right)=h  \tag{4.2}\\
& y_{1} z_{2}+y_{2} z_{1}+2(1-\alpha) r p_{3}-2 \beta h_{2}-2 \varepsilon(1-\alpha) \beta p_{3}^{2}=h_{1} \\
& z_{1} z_{2}+\varepsilon p_{3}^{2}=h_{2}
\end{align*}
$$

Here $h, h_{1}$ and $h_{2}$ are the constants of the integrals.
We will assume that system (1.1) and, consequently, also (4.1) when $\varepsilon=1$, has a supplementary homogeneous rational integral $\mathscr{F}\left(y_{1}, y_{2}, r, z_{1}, z_{2}, p_{3}\right)$ (possibly, only on the surface $\langle M, p\rangle=0$, i.e. when $\left(H_{1}+2 \beta H_{2}\right)\left(y_{1}, y_{2}, r, z_{1}, z_{2}, p_{3}\right)=0$. Then, $\mathscr{F}\left(\varepsilon y_{1}, y_{2}, r, \varepsilon z_{1}, z_{2}, \varepsilon p_{3}\right)$ is a homogeneous rational integral of system (4.1) for arbitrary $\varepsilon$ (on the surface $\varepsilon^{-1}\left(H_{1}+2 \beta H_{2}\right)\left(\varepsilon y_{1}, y_{2}, r, \varepsilon z_{1}, z_{2}, \varepsilon p_{3}\right)=h_{1}+2 \beta h_{2}=0$ )
By virtue of relations (4.2) we can write successively

$$
\begin{align*}
& z_{2}=2\left[\omega-\varepsilon y_{1} y_{2}-\varepsilon^{2}\left(z_{1}^{2} / 4-\beta_{3} p_{3}^{2} / 2\right)\right]^{1 / 2}, \quad z_{1}=\left(h_{2}-\varepsilon p_{3}^{2}\right) z_{2}^{-1}  \tag{4.3}\\
& y_{1}=-\left(y_{2} z_{1}+2(1-\alpha) r p_{3}-h_{1}-2 \beta h_{2}-2 \varepsilon(1-\alpha) \beta p_{3}^{2}\right) z_{2}^{-1}
\end{align*}
$$

where $w=h-(1-\alpha) r^{2}$. Hence, in variables

$$
u=\left(y_{2}-\beta z_{2}\right) z_{2}^{-\alpha}, \quad R=w^{(\alpha-1) / 2} p_{3}
$$

system (4.1) takes the form

$$
\begin{align*}
& \frac{d u}{d r}=\frac{\varepsilon}{\rho} p_{3}\left[\frac{1}{2} \beta_{4} z_{2}^{1-\alpha}+\alpha u^{2} z_{2}^{\alpha-1}+2 \beta u-\frac{1}{2} \varepsilon\left(h_{2}-\varepsilon w^{1-\alpha} R^{2}\right) z_{2}^{-1-\alpha}\right]= \\
& =\varepsilon f_{1}\left(h, h_{1}, h_{2}, u, R, r\right)+\varepsilon^{2} f_{2}\left(h, h_{1}, h_{2}, u, R, r\right)+\ldots \\
& w^{(1-\alpha) / 2} \frac{d R}{d r}=\frac{S}{\rho}+(1-\alpha)^{2} r w^{-1} p_{3}=g_{0}\left(h, h_{1}, h_{2}, u, r\right)+\varepsilon g_{1}\left(h, h_{1}, h_{2}, u, R, r\right)+\ldots  \tag{4.4}\\
& \rho=-\frac{z_{2}^{2}}{4(1-\alpha)}+\varepsilon \beta S+\varepsilon^{2} \frac{\left(h_{2}-\varepsilon p_{3}^{2}\right) z_{2}^{-2}}{4(1-\alpha)}, \beta_{4}=2(2-\alpha) \beta^{2}-\beta_{3} \\
& S=h_{2} u z_{2}^{\alpha-1}+(1-\alpha) r p_{3}-h_{1} / 2-\varepsilon p_{3}^{2}\left[(2-\alpha) \beta+u z_{2}^{\alpha-1}\right]
\end{align*}
$$

The following proposition follows from relation (4.4) and recurrent formulae (4.3).
Proposition 1. The functions $f_{i}, g_{i}(i=0,1,2, \ldots)$ are polynomials of $h_{1}, h_{2}, u$ and $R$.
Proof. The expansion of the numerators and denominators of the right-hand sides of system (4.4) and the righthand sides of recurrence relations (4.3) in series in powers of $\varepsilon$ are polynomials in $h_{1}, h_{2}, u, R, y_{2}, p_{3}, y_{1}, z_{1}$. So also are the formulae $y_{2}\left(u, z_{2}\right)$ and $p_{3}(h, R, r)$. In view of the arbitrariness of $h$

$$
\left.z_{2}\right|_{\varepsilon=0}=2 w=2\left(h-(1-\alpha) r^{2}\right) \not \equiv 0
$$

But only $z_{2}$ and $w$ are not under the natural power. Induction with respect to $i$ concludes the proof.
Integrating system (4.4) with $\varepsilon=0$, we have

$$
\begin{align*}
& \tilde{u}=2^{-\alpha} C, \quad \tilde{R}=D+I+C J \\
& I=\frac{1}{2}(1-\alpha) h_{1} \int w^{(\alpha-3) / 2} d r, \quad J=-\frac{1}{2}(1-\alpha) h_{2} \int w^{\alpha-2} d r \tag{4.5}
\end{align*}
$$

where $C$ and $D$ are integration constants. We will assume that $C$ and $D$ are chosen as integration constants of system (4.4) for arbitrary $\varepsilon$.

In all cases below we assume $h \neq 0$.

1. The case $\alpha \notin \mathbf{Q},\left(h_{1}, h_{2}\right) \neq 0$. It follows from the existence of four independent algebraic integrals of system (4.1) that there is an algebraic relation on $\tilde{y}_{2}(r), \tilde{p}_{3}(r), r$-the components of the solution of system (4.1) when $\varepsilon=0$, whence the algebraic relation $r, w^{\alpha}, R$ for arbitrary $C$ and $D$ follows. From this relation, by virtue of the first Abel lemma ([23, 9.2]), we obtain $\alpha \in \mathbf{Q}$, i.e. a contradiction.
2. The case $\alpha \in \mathbf{Q}$, then $u\left(y_{2}, z_{2}\right), R\left(p_{3}, r\right)$ are algebraic functions and the integral

$$
\mathscr{F}\left(\varepsilon y_{1}, y_{2}, r, \varepsilon z_{1}, z_{2}, \varepsilon p_{3}\right)=\sum_{l=\iota_{0}}^{\infty} \varepsilon^{\prime} F^{\prime}\left(h, h_{1}, h_{2}, u, R, r\right)
$$

is an algebraic function of $h, h_{1}, h_{2}, u, R, r, \varepsilon$. Suppose $m$ is the minimum such that the coefficient $F^{m}$ is functionally independent of $h, h_{1}$ and $h_{2}$. Then the integral $\Sigma_{l=l_{0}}^{\infty} \varepsilon^{l} F^{l}$ can be replaced by $\Sigma_{l=m}^{\infty} \varepsilon^{l-m} F^{l}$, which is functionally independent of $h, h_{1}$ and $h_{2}$ when $\varepsilon=0$.

Definition. We will call the function

$$
F\left(h, h_{1}, h_{2}, u, R, r, \varepsilon\right)=F^{0}\left(h, h_{1}, h_{2}, u, R, r\right)+\ldots+\varepsilon^{n} F^{n}\left(h, h_{1}, h_{2}, u, R, r\right)
$$

the $\varepsilon^{n}$-integral of system (4.4) if, by virtue of it $d F / d r=o\left(\varepsilon^{n}\right)$. This integral will be said to be supplementary if $F^{0}$ is not a function solely of $h, h_{1}$ and $h_{2}$.

When $\alpha \in \mathrm{Q}$ system (4.4) has a supplementary algebraic $\varepsilon^{0}$-integral $u$.
Proposition 2. With the exception of the cases

$$
\begin{equation*}
\text { 1) } \alpha \in 1 / 2-N_{0}, h_{1}=0 \text {; 2) } \alpha \in-2 N_{0}, h_{2}=0 \text {; 3) } h_{1}=h_{2}=0 \tag{4.6}
\end{equation*}
$$

the supplementary algebraic $\varepsilon^{0}$-integral is uniquely defined, apart from a functional relationship.
Proof. In the case of two supplementary independent algebraic $\varepsilon^{0}$-integrals, all the solutions (4.5) must be algebraic curves in $u, R, r$ space for arbitrary $C$ and $D$. Consequently, $I$ and $J$ must be algebraic functions of $r$. Hence, using Abel's lemma, we have one of the following possibilities

$$
\begin{array}{lll}
\text { 1) } \alpha=1 ; & \text { 2) } h_{1}=h_{2}=0 ; & \text { 3) } h_{1}=0, \quad \alpha-2 \in \mathbf{M} ; \\
\text { 4) } h_{2}=0, & (\alpha-3) / 2 \in \mathbf{M} ; & \text { 5) } \alpha-2, \quad(\alpha-3) / 2 \in \mathbf{M}
\end{array}
$$

Assuming $\alpha>1$, we obtain the required result.
In cases 3-9 considered below, this condition is satisfied uniquely.
We will seek a general solution of system (4.4) in the form of series

$$
\begin{aligned}
& u\left(h, h_{1}, h_{2}, C, D, r, \varepsilon\right)=\tilde{u}+\varepsilon u^{\prime}+\varepsilon^{2} u^{\prime \prime}+\ldots \\
& R\left(h, h_{1}, h_{2}, C, D, r, \varepsilon\right)=\tilde{R}+\varepsilon R^{\prime}+\varepsilon^{2} R^{\prime \prime}+\ldots
\end{aligned}
$$

equating coefficients of powers of $\varepsilon$. Integrating the system obtained by equating the coefficients of $\varepsilon^{1}$, we have

$$
\begin{gather*}
u^{\prime}=\int^{\prime} x \tilde{R} d r  \tag{4.7}\\
x=\sum_{i=0}^{2} x_{i} C^{i} \equiv(\alpha-1) 2^{-\alpha}\left\{\beta_{4} w^{-\alpha}+2 \beta w^{-(\alpha+1) / 2} C+\frac{1}{2} \alpha w^{-1} C^{2}\right\} \\
\frac{d u^{\prime \prime}}{d r}=\frac{\partial f_{1}}{\partial u}\left(h, h_{1}, h_{2}, \tilde{u}, \tilde{R}, r\right) u^{\prime}+\frac{\partial f_{1}}{\partial R}\left(h, h_{1}, h_{2}, \tilde{u}, \tilde{u}, \tilde{R}, r\right) R^{\prime}+f_{2}\left(h, h_{1}, h_{2}, \tilde{u}, \tilde{R}, r\right) \tag{4.8}
\end{gather*}
$$

Proposition 3. The functions $u\left(h_{1}, h_{2}, C, D, r\right) R^{\prime}, u^{\prime \prime}, R^{\prime \prime}, \ldots$ are polynomials of $h_{1}, h_{2}, C$ and $D$.
The proof follows from the triangularity of system (4.4), formulae (4.4) and proposition 1.
The subcase of the uniqueness of the supplementary algebraic integral when $\varepsilon=0$. Substituting into the supplementary algebraic $\varepsilon^{1}$-integral

$$
u+\varepsilon F^{\prime}\left(h, h_{1}, h_{2}, u, R, r\right)
$$

the expansion of the general solution in $\varepsilon$, we obtain the algebraic relation

$$
\begin{equation*}
u^{\prime}+F^{\prime}\left(h, h_{1}, h_{2}, \tilde{u}, \tilde{R}, r\right)=\operatorname{const}\left(h, h_{1}, h_{2}, C, D\right) \tag{4.9}
\end{equation*}
$$

Similarly, the presence of the $\varepsilon^{2}$-integral

$$
u+\varepsilon F^{\prime}\left(h, h_{1}, h_{2}, u, R, r\right)+\varepsilon^{2} F^{2}\left(h, h_{1}, h_{2}, u, R, r\right)
$$

is equivalent to the supplementary algebraic relationship

$$
\begin{equation*}
u^{\prime \prime}+\frac{\partial F^{\prime}}{\partial u}\left(h, h_{1}, h_{2}, \tilde{u}, \tilde{R}, r\right) u^{\prime}+\frac{\partial F^{\prime}}{\partial R}\left(h, h_{1}, h_{2}, \tilde{R}, r\right) R^{\prime}+F^{2}\left(h, h_{1}, h_{2}, \tilde{u}, \tilde{R}, r\right)=\operatorname{const}\left(h, h_{1}, h_{2}, C, D\right) \tag{4.10}
\end{equation*}
$$

Proposition 4. The following relation holds

$$
F^{1}=\lambda(u) R^{2}+\mu(u, r) R+v(u, r)
$$

where $\lambda, \mu$, and $v$, are algebraic functions of $u$ and $r$ (for brevity, the dependence on $h, h_{1}$ and $h_{2}$ is not shown here and below).

Proof. The functions $\tilde{R}(C, D, r)$ and $u^{\prime}(C, D, r)$ are polynomials of no higher than the first degree in $D$. Differentiating the Husson identity (4.9) in the variables $C, D$ and $r$ with respect to $D$, we obtain

$$
\begin{equation*}
\int x d r+\frac{\partial \Gamma^{\prime}}{\partial R}(\tilde{u}, \tilde{R}, r)=\operatorname{const}(C, D), \frac{\partial^{2} F^{1}}{\partial R^{2}}(\tilde{u}, \tilde{R}, r)=\operatorname{const}(C, D) \tag{4.11}
\end{equation*}
$$

It follows from the second identity of (4.11) that $\partial^{2} F^{1}(u, R, r) / \partial R^{2}$ is an algebraic $\varepsilon^{0}$-integral of system (4.4), which is functionally dependent on $h, h_{1}$ and $h_{2}$, and by virtue of the proposition, on the subcase, which proves Proposition 4.

Substituting the expression of $F^{1}$ into the first identity of (4.11) we have

$$
\begin{equation*}
\sum_{i=0}^{2} C^{i} \int x_{i} d r+2 \lambda\left(2^{-\alpha} C\right)(I+C J)+\mu=\operatorname{const}(C) \tag{4.12}
\end{equation*}
$$

3. The case $\mathbf{Q} \in \alpha \notin \mathrm{Z} / 2,\left(h_{1}, h_{2}\right) \neq 0$. This is the case of the uniqueness of the supplementary algebraic integral, and hence, by virtue of Proposition 4, we have formula (4.12).

We substitute the Puiseux series of the functions $\lambda$ and $\mu$ at the point $C=\infty$ into (4.12)

$$
2 \lambda\left(2^{-\alpha} C\right)=\sum_{l=-\infty}^{l_{0}} \lambda_{l} C^{l}, \mu\left(2^{-\alpha} C, r\right)=\sum_{m=-\infty}^{m_{0}} \mu_{m}(r) C^{m}
$$

where $\lambda_{l_{0}} \not \equiv 0$ when $l \not \equiv 0$.
When $\lambda \equiv 0$ or $l_{0} \leqslant 0$ or $h_{2}=0, l_{0} \leqslant 1$, considering the coefficient of $C^{2}$ in (4.12) we obtain that $\int x_{2} d r$ is algebraic with respect to $r$, whence $\alpha=0$, a contradiction.

When $\lambda_{0} \geqslant 1, h_{2} \neq 0$ considering the coefficient of $C^{l_{0}+1}$, we obtain that the expression $\delta_{01} \int x_{2} d r+$ $\lambda_{l 0} J$ is algebraic with respect to $r$, where $\delta_{i j}$ is the Kronecker delta, whence, by virtue of Abel's lemma, $\alpha-2 \in Z / 2$, a contradiction.

When $\lambda_{0} \geqslant 2, h_{2}=0, h_{1} \neq 0$, consideration of the coefficient of $C^{l_{0}}$. similarly leads to a contradiction.
4. The case $\alpha \in 1 / 2-N_{0}, h_{1} \neq 0$. By Abel's lemma, all terms on the left-hand side of identity (4.12), apart from the second and fourth, are taken in the algebraic functions and logarithms; but, individually, neither the second nor the fourth are taken. Consequently, either $\beta=h_{1}=0$ (which contradicts the condition of the case) or $2 \lambda=\lambda_{1} C$. But the latter possibility is eliminated, since then the coefficient of $C^{2}$ in identity (4.12) would have the form

$$
2^{-\alpha-1} \alpha(\alpha-1) \int w^{-1} d r+\lambda_{1} J+\mu_{2}(r)=\text { const }
$$

where $\alpha \neq 0$, while the second integral is an algebraic function of $r$.

Consequently, the Chaplygin case cannot be extended to the case of general integrability.
5. The case $\alpha \in-2 N_{0}, h_{2} \beta \neq 0$. In this case all terms of identity (4.12), apart from $\int x_{2} d r$, can be represented in the form of the sum of monomials $\ln \vartheta, r w^{l}, r w^{l+1 / 2}, l \in Z$ with constant coefficients $\vartheta=(s-1) /(s+1), s=-r \sqrt{(1-\alpha) / h}$, while the expansion of this term contains $\beta \ln \sigma, \sigma=\sqrt{\alpha-1 r}$ $+w^{1 / 2}$, a contradiction.
6. The case $\alpha \in-1-2 N_{0}, h_{1} \beta_{4} \neq 0$. We will use the fact that $\tilde{R} \in L$, while the coefficient of $C^{0} D^{0}$ in $u^{\prime}$ is equal to

$$
2^{-\alpha}(\alpha-1) \beta_{4} \int_{w^{-\alpha}} / d r
$$

and contains $\ln w$. The latter follows from Criterion 2 in view of the fact that -1 is contained in the integer interval $\{(\alpha-3) / 2,-(\alpha+3) / 2\}$. We obtain a contradiction with the first Husson equality.
7. The case when $\alpha \in-N_{0}$ or $\alpha \in-1 / 2-N_{0}, \beta=h_{1}=0$. From the formulae for solutions (4.5) and (4.7) and the recurrence relations (4.3) we obtain

$$
\begin{align*}
& \tilde{z}_{2}=2 w^{1 / 2}, \quad \tilde{u}=C 2^{-\alpha}, \quad \tilde{y}_{2} z_{2}^{-1}-\beta, \quad \tilde{R}=D+I+C J \\
& -\tilde{y}_{1} \tilde{z}_{2} \sim 2(1-\alpha) r w^{(1-\alpha) / 2} \tilde{R}  \tag{4.13}\\
& \tilde{z}_{2} z_{2}^{\prime} / 2=-\tilde{y}_{1} \tilde{y}_{2} \sim 2 \beta(1-\alpha) r w^{(1-\alpha) / 2} \tilde{R}, \quad u^{\prime} \sim(\alpha-1) 2^{-\alpha} \beta_{4} \int w^{-\alpha} \tilde{R} d r
\end{align*}
$$

where the tilde denotes that in the expressions for $\tau_{i}$ the terms $\tau_{i j} \in L$ with reduced order of the pole with respect to $r$ and $r=\infty$ are omitted: these are such that $\nu_{\infty}\left(\tau_{i j}\right)-\nu_{\infty}\left(\tau_{i}\right) \geqslant 1-\alpha$; for $u^{\prime}$ the corresponding expression is obtained taking into account Criterion 2; for $f\left(h, h_{1}, h_{2}, u, R, r, \varepsilon\right)$ here and below we will denote by $f, f^{\prime}, f^{\prime \prime}, \ldots$ the derivatives with respect to $\varepsilon$ of the general solution

$$
\begin{aligned}
& \frac{1}{i!} \frac{\partial^{i} f}{\partial \varepsilon^{i}}\left(h, h_{1}, h_{2}, u\left(h, h_{1}, h_{2}, C, D, r, \varepsilon\right), R\left(h, h_{1}, h_{2}, C, D, r, \varepsilon\right), r, \varepsilon\right) \|_{\varepsilon=0} \\
& i=0,1,2, \ldots
\end{aligned}
$$

where the quantities $z_{2}^{\prime}, z_{1}^{\prime}, y_{1}^{\prime}$ are expressed from relations (4.3).
Differentiating (4.4) with respect to $\varepsilon$ when $\varepsilon=0$ and substituting expressions (4.13) into its righthand side, we obtain

$$
\begin{equation*}
d R^{\prime} / d r-(\alpha-1) \beta w^{-(\alpha+1) / 2} \tilde{R}^{2}\left[\alpha-2-(1+\alpha)(1-\alpha)^{2} r^{2} w^{-1}\right] \tag{4.14}
\end{equation*}
$$

Consequently, $\nu_{\infty}\left(d R^{\prime} / d r\right) \geqslant 1-\alpha$ and the terms neglected in (4.14) lie in $L_{2}=\left\{f \in L \mid v_{\infty} f \geqslant 2\right\}$
8. The case $\alpha \in-1-2 N_{0}, \beta_{4}=0$. It follows from Criteria 1 and 2 that $\widetilde{R}, u^{\prime} \in L$, and consequently, an additional algebraic $\varepsilon^{1}$-integral $u+\varepsilon F_{1}(u, R, r)$ exists.
Proposition 5. Under the conditions of this case $R^{\prime}$ belongs to $L$.
Proof. From formula (4.14), according to Criterion 2, since $-1 \notin[(\alpha-3) / 2,-2-j](j=0,1)$, we obtain that terms in $R^{\prime}$ that are linear in $D$ belong to $L$. It is obvious that the coefficients of $D^{2}$ in $R^{\prime}$ belong to $L$. For the coefficients of $h_{p}^{2}$ integrating by parts, we have

$$
\begin{align*}
& \int w^{-j-(\alpha+1) / 2}\left(\int w^{(\alpha-3) / 2} d r\right)^{2} d r=J_{j} \int w^{(\alpha-3) / 2} d r-\int w^{(\alpha-3) / 2} J_{j} d r \\
& J_{j}=\int w^{-j-(\alpha+1) / 2}\left(\int w^{(\alpha-3) / 2} d r\right) d r \tag{4.15}
\end{align*}
$$

By Criterion 2 we have $J_{j} \in L ; v_{\infty}(d J / d r)=2 j+(\alpha+1)$, with the exception of $\{j=1, \alpha=-1\}$, by property 3 , $\nu_{\alpha} J j=2 j=\alpha$ and, by Criterion 1 , since $v_{\infty}\left(w^{(\alpha-3) / 2} J \geqslant 3\right.$, the last integral in (4.15) belongs to $L$. When $\alpha=-1$, by Lemma $1, v_{\infty} J_{1}=0$ and, in view of Criterion 1

$$
\int w^{-2} J_{1} d r \in L
$$

For the coefficients of $h_{1} h_{2}$ and $h_{2}^{2}$ these estimates are satisfied even more.
The subcase $\alpha \neq-1, h_{1} h_{2} \neq 0$. In view of Propositions 1 and 3, the coefficient of $C^{0} D^{0}$ in $u^{\prime \prime}$ is calculated by substituting $u=0$ in the first equation of system (4.4). It is equal to

$$
2^{-\alpha-2}(1-\alpha) h_{2} \int w^{-1-\alpha} l d r
$$

By Criterion 2 this integral contains lnw if and only if $-1 \in[(\alpha-3) / 2,-1-(\alpha+3) / 2]$. Under the conditions of this subcase -1 belongs to this interval. We obtain a contradiction with the second Husson identity.
9. The case $\alpha \in-N_{0}$. Substituting into the right-hand side of (4.8) the terms of maximum power in $D$ (the result of this substitution is denoted below by a tilde) in the quantities indicated below

$$
\begin{aligned}
& \tilde{u}=2^{-\alpha} C, \quad \tilde{R} \sim D, \quad u^{\prime} \sim(\alpha-1) 2^{-\alpha} D\left(\beta_{4} I_{0}+2 \beta C I_{1}+\frac{1}{2} \alpha C^{2} I_{2}\right) \\
& R^{\prime} \sim(\alpha-1) D^{2} \beta\left\{(\alpha-2) I_{1}-(\alpha+1)(\alpha-1)^{2} I_{3}\right\}-\frac{1}{2} D^{2} C(\alpha-1)\left\{(1-\alpha) r w^{-1}+\alpha I_{2}\right\} \\
& I_{0}=\int w^{-\alpha} d r, \quad I_{1}=\int w^{-(\alpha+1) / 2} d r, \quad I_{2}=\int w^{-1} d r, \quad I_{3}=\int r^{2} w^{-(\alpha+5) / 2} d r
\end{aligned}
$$

we obtain, in view of Propositions 1 and 3, the coefficient of $D^{2}$ in $d u^{\prime \prime} / d r$ in the two subcases below, using analytical calculations in MAPLE V release 3.

The subcase $\alpha=-1, \beta_{4}=0, \beta \neq 0,\left(h_{1}, h_{2}\right) \neq 0$. The coefficient of $D^{2} C^{2}$ in $d u^{\prime \prime} / d r$ is equal to $-12 \beta r w^{-1}$. This contradicts the algebraic relation (4.10) since $\widetilde{u}, \widetilde{R}, u^{\prime}, R^{\prime} \in L$, see case 8 .

The subcase $\alpha \in-N_{0,} \beta=0, \beta_{4} \neq 0, h_{2} \neq 0$. The inclusion $u^{\prime} \in L$ follows from (4.7), and the inclusion $R^{\prime} \in L$ follows from (4.14). The coefficient of $D^{2} C$ in $d u^{\prime \prime} / d r$, in view of the fact that

$$
\int w^{-\alpha} I_{2} d r=I_{0} I_{2}-\int w^{-1} I_{0} d r
$$

is equal to

$$
2^{-\alpha} \alpha(\alpha-1)^{2} \beta_{4}\left(\int r w^{-1-\alpha} d r+\frac{3}{2} \int w^{-1} I_{0} d r\right)
$$

where the first integral is algebraic when $\alpha \neq 0$, while the second contains $\ln w$ when $\alpha \in-N_{0}$. When $\alpha \neq 0$ this contradicts the second Husson equality (4.10) (here we distinguish the third Clebsch case $\alpha=0$ ).
10. The case $\beta=h_{1}=0, \alpha \in 1 / 2-N_{0}$ In this case the non-uniqueness condition 3 in (4.6) is satisfied, and hence we have two functionally independent supplementary algebraic $\varepsilon^{\circ}$-integrals: $u, v:=R-2^{\alpha} u J$. In system (4.4) we will change to the variables $u, v, r$. It follows from the existence of a supplementary algebraic $\varepsilon^{1}$-integral $F^{0}(u, v)+\varepsilon F^{1}(u, v, r)$ that

$$
\begin{align*}
& \frac{\partial F^{0}}{\partial u}\left(2^{-\alpha} C, D\right) u^{\prime}+\frac{\partial F^{0}}{\partial v}\left(2^{-\alpha} C, D\right) \omega^{\prime}+F^{\prime}\left(2^{-\alpha} C, D, r\right)=\mathrm{const}  \tag{4.16}\\
& \left(\frac{\partial F^{0}}{\partial u}, \frac{\partial F^{0}}{\partial v}\right) \not \equiv 0
\end{align*}
$$

The subcase $\beta_{3} \neq 0$. Expansion (4.7) takes the form

$$
\begin{equation*}
\frac{u^{\prime}}{\alpha-1}=2^{-\alpha} j\left(-\beta_{3} w^{-\alpha}+\frac{\alpha}{2} C^{2} w^{-1}\right)(D+C J) d r \tag{4.17}
\end{equation*}
$$

where only the coefficient of $D^{1} C^{0}$ does not belong to $L$ and contains $\ln \sigma$, the coefficient of $D^{0}$ belongs to $K \subset L$. From (4.4) we have

$$
\begin{align*}
& \frac{1}{\alpha-1} \frac{d \omega^{\prime}}{d r}=w^{-2} C\left(\frac{h_{2}}{4}(\alpha-3) C w^{\alpha-1}+(\alpha-1) r \tilde{R}\right) \times \\
& \times\left(\frac{h_{2}}{4} C w^{\alpha-1}-(\alpha-1) r \tilde{R}\right)-\frac{C}{2} w^{-1} \tilde{R}^{2}-\frac{2^{\alpha}}{\alpha-1} J \frac{d u^{\prime}}{d r}, \quad \tilde{R}=D+C J \tag{4.18}
\end{align*}
$$

where $u^{\prime}$ is given by (4.17). All the terms on the right-hand side of (4.18), with the exception of the last one, and the coefficients of $D C^{2}$ and $D^{0} C^{3}$ in the last term belong to $L_{2}$. Hence

$$
\begin{equation*}
\frac{1}{\alpha-1} \frac{d \omega^{\prime}}{d r}=\beta_{3} w^{-\alpha} J(D+C J) \bmod L_{2} \tag{4.19}
\end{equation*}
$$

By Criterion 1 the primitive of the coefficient of $D$ in this equation $\bmod L$ is equal to

$$
\beta_{3} A_{0} \int r w^{-1} d r \sim \ln w
$$

and for $C$ it is equal to

$$
-\frac{1}{\alpha-1} \beta_{3} A_{0} A_{n} \int w^{-1 / 2} d r \sim \ln \sigma, \quad \alpha=\frac{1}{2}-n
$$

where

$$
\int w^{\alpha-2} d r=r \sum_{i=0}^{n} A_{i} w^{i-n-1 / 2}, \quad A_{0}=\frac{1}{2 n+1}, \quad A_{n}=\frac{2^{n} n!h^{-n}}{(2 n+1)!!}
$$

The coefficients of $\int r w^{-1} d r$ and $\int w^{-1 / 2} d r$ on the left-hand side of identity (4.16) are equal to, respectively

$$
\begin{align*}
& \frac{(\alpha-1)^{2}}{2} \beta_{3} A_{0} h_{2} D \frac{\partial F^{0}}{\partial \nu}\left(2^{-\alpha} C, D\right) \\
& -(\alpha-1) \beta_{3}\left[\frac{1}{2^{\alpha}} \tilde{B} D \frac{\partial F^{0}}{\partial u}+\frac{\alpha-1}{4} A_{0} A_{n} h_{2}^{2} C \frac{\partial F^{0}}{\partial \nu}\right] \tag{4.20}
\end{align*}
$$

where $\tilde{B}$ is the coefficient of $\int w^{-1 / 2} d r$ in $\int w^{n-1 / 2} d r$, and the coefficients given by (4.20) should vanish.
We will use the fact that the constants $C$ and $D$ are arbitrary. When $h h_{2} \neq 0$ we obtain $\beta_{3}=0$. When $h_{2}=0$ and $\beta_{3} h \neq 0$ we have $\partial F^{0} / \partial u \equiv 0$ and Eq. (4.18) reduces to

$$
\begin{equation*}
\frac{\omega^{\prime}}{\alpha-1}=-C D^{2} \int\left(\frac{(1-\alpha)^{2} r^{2}}{w^{2}}+\frac{w^{-1}}{2}\right) d r \equiv-\frac{\alpha}{2} C D^{2} \int \frac{d r}{w} \bmod K \tag{4.21}
\end{equation*}
$$

whence $\partial F^{0} \partial u \equiv 0$, i.e. we obtain a contradiction with (4.16).
The subcase $\beta_{3}=0$. It follows from (4.17), (4.19) and (4.20) that $u^{\prime}, \omega^{\prime} \in L$.
We will prove successively that the following functions belong to the ring $L$ or the set $w^{1 / 4} L$ and we will estimate their $v_{\infty}: v_{\infty} r=v_{\infty} w^{1 / 2}=v_{\infty} \tilde{z}_{2}=-1 ; v_{\infty} \widetilde{u}=v_{\infty} J=v_{\infty} \widetilde{v}=v_{\infty} R=0$ [24], $v_{\infty} \tilde{z}_{1}=1$; using Properties 1 and 2 we have $v_{\infty} \widetilde{p}_{3}=v_{\infty} \tilde{y}_{1}=\alpha-1$; from (4.3) $v_{\infty} z_{2}^{\prime}=v_{\infty} u^{\prime}=0, v_{\infty} y_{2}^{\prime}=\alpha$; in view of (4.19) and Criterion 1 we have $v_{\infty} v^{\prime} \geqslant 0$; since the coefficient of $C D^{2}$ in $v^{\prime}$ is equal to (4.21), while in $v^{\prime}$ it is zero, we have

$$
v_{\infty} \omega^{\prime}=v_{\infty} R^{\prime}=0, \quad v_{\infty} p_{3}^{\prime}=v_{\infty} y_{1}^{\prime}=\alpha-1, \quad v_{\infty} z_{1}^{\prime}=2 \alpha-1, \quad v_{\infty} z_{2}^{\prime \prime} \geqslant 0
$$

From the second equation of (4.4) we obtain

$$
\begin{align*}
& \frac{1}{4(\alpha-1)} \frac{d R^{\prime \prime}}{d r}=h_{2} w^{(\alpha-1) / 2}\left(u z_{2}^{\alpha-3}\right)^{\prime \prime}+(1-\alpha) r\left[R\left(z_{2}^{-2}-\frac{1}{4} w^{-1}\right)\right]^{\prime \prime}-  \tag{4.22}\\
& -w^{(1-\alpha) / 2}\left(R^{2} u z_{2}^{\alpha-3}\right)^{\prime}+\left[h_{2} w^{(\alpha-1) / 2} \tilde{u} \tilde{z}_{2}^{\alpha-1}+(1-\alpha) r \tilde{R}\right] h_{2}^{2} z_{2}^{-6}
\end{align*}
$$

Since all terms on the right-hand side of (4.22), apart from $h_{2} w^{(\alpha-1) / 2} u^{\prime \prime} z_{2}^{\alpha-3}$, belong to $L_{2}$, the quantity

$$
\frac{d \omega^{\prime \prime}}{d r}+2^{\alpha} J \frac{d u^{\prime \prime}}{d r}=\frac{d R^{\prime \prime}}{d r}-2^{\alpha} \frac{d J}{d r} u^{\prime \prime}=\frac{d R^{\prime \prime}}{d r}-4(\alpha-1) h_{2} w^{(\alpha-1) / 2} \tilde{z}_{2}^{\alpha-3} u^{\prime \prime}
$$

belongs to $L_{2}$.
The subcase $\beta_{3}=0, h_{2} \neq 0$. It following from system (4.4) that

$$
\frac{1}{\alpha-1} \frac{d u^{\prime \prime}}{d r}-2 h_{2} w^{(1-\alpha) / 2} \tilde{R}_{2}^{-\alpha-3}=4 \alpha w^{(1-\alpha) / 2}\left(u^{2} R z_{2}^{\alpha-3}\right)^{\prime} \in L_{2}
$$

whence, in view of Criterion 1

$$
\begin{aligned}
& u^{\prime \prime}=-2^{-2-\alpha}(\alpha-1) h_{2} \int w^{-1-\alpha}(D+C J) d r \bmod L \\
& \omega^{\prime \prime}=\frac{(\alpha-1) h_{2}}{4} \int w^{-1-\alpha} J(D+C J) d r \bmod L
\end{aligned}
$$

From the existence of the supplementary algebraic $\varepsilon^{2}$-integral $F^{0}(u, v)+\varepsilon F^{1}(u, v, r)+\varepsilon^{2} F^{2}(u, v, r)$ it would follow that

$$
\begin{equation*}
\frac{\partial F^{0}}{\partial u}\left(2^{-\alpha} C, D\right) u^{\prime \prime}+\frac{\partial F^{0}}{\partial v}\left(2^{-\alpha} C, D\right) \omega^{\prime \prime} \in \overline{\mathbf{C}(r)}[\ln v],\left(\frac{\partial F^{0}}{\partial u}, \frac{\partial F^{0}}{\partial v}\right) \not \equiv 0 \tag{4.23}
\end{equation*}
$$

where $\overline{C(r)}[\ln v]$ is a ring above the field $\overline{C(r)}$, generated by the element $\ln v$.
But integration by parts and the use of well-known formulae [24] show that

$$
\begin{aligned}
& \frac{u^{\prime \prime}}{h_{2}}=-2^{-\alpha-2}\left\{(\alpha-1) D B \ln \sigma+C \frac{A_{1} \ln w}{2}\right\} \bmod L \\
& \frac{\omega^{\prime \prime}}{h_{2}}=\frac{1}{4}\left\{D \frac{A_{1} \ln w}{2}+C \frac{A_{1} A_{n} \ln \sigma}{(\alpha-1)^{1 / 2}}\right\} \bmod L \\
& B= \begin{cases}0 & , n=0 \\
(\alpha-1)^{-1 / 2} 2^{1-n}(2 n-3)!!h^{n-1} /(n-1)! & , n \in N^{\prime} A_{1}=\frac{2}{h\left(4 n^{2}-1\right)}\end{cases}
\end{aligned}
$$

It follows from (4.23) that

$$
\begin{array}{ll}
C A_{1} /(\alpha-1) & D B \\
D A_{1} /(2(\alpha-1)) & C A_{1} A_{n} /(\alpha-1)^{3 / 2}
\end{array}
$$

whence, in view of the fact that $C$ and $D$ are arbitrary, it follows that $A_{1} A_{n}=A_{1} B=0$, i.e. $A_{1}=0$ (here we distinguish the Chaplygin case $\alpha=1 / 2, \beta_{1}=\beta=\beta_{3}=h_{1}=0$ or $A_{n}=B=0$, which corresponds to an empty set of the parameters of the problem.

$$
\text { 5. THE REPLACEMENT }\left(y_{1}, y_{2}, p_{3}\right) \rightarrow \varepsilon\left(y_{1}, y_{2}, p_{3}\right)
$$

In the remaining case $\beta_{1}=\beta=\beta_{3}=H_{1}=H_{2}=0, \alpha \in-N_{0}$ we introduce a small parameter $\varepsilon$ into system (3.1), (3.2) by making this replacement. We have

$$
\begin{align*}
& \frac{d y_{1}}{d z_{1}}=\frac{\alpha r y_{1}-p_{3} z_{2} / 2}{r z_{1}-\varepsilon y_{1} p_{3}}, \quad \frac{d y_{2}}{d z_{1}}=\frac{-\alpha r y_{2}+p_{3} z_{1} / 2}{r z_{1}-\varepsilon y_{1} p_{3}}  \tag{5.1}\\
& p_{3}=\frac{y_{1} z_{2}+y_{2} z_{1}}{2(\alpha-1) r},(\alpha-1) r^{2}=h+\frac{1}{4}\left(z_{1}^{2}+z_{2}^{2}\right)-\varepsilon y_{1} y_{2}, \quad z_{2}=-\varepsilon p_{3}^{2} z_{1}^{-1}
\end{align*}
$$

where $h$ is the constant of the integral $H_{\text {. }}$
Since system (5.1) has two algebraic $\varepsilon^{0}$-integrals

$$
\begin{equation*}
u=y_{1} z_{1}^{-\alpha}, \quad v=y_{2} z_{1}^{\alpha} w^{-1 / 2}, \quad w=4 h+z_{1}^{2} \tag{5.2}
\end{equation*}
$$

we can change to osculating algebraic coordinates $\left(h, u, v, z_{1}\right)$

$$
\begin{align*}
& \dot{u}=\varepsilon f_{1}\left(h, u, v, z_{1}\right)+\varepsilon^{2} f_{2}\left(h, u, v, z_{1}\right)+\ldots  \tag{5.3}\\
& \dot{v}=\varepsilon g_{1}\left(h, u, v, z_{1}\right)+\varepsilon^{2} g_{2}\left(h, u, v, z_{1}\right)+\ldots \\
& f_{1}=\frac{v}{\alpha-1}\left[v^{2} z_{1}^{1-4 \alpha}+2 \alpha(\alpha-1) u^{2} z_{1}^{-1}\right] w^{-1 / 2}
\end{align*}
$$

$$
g_{1}=\frac{u \nu^{2}}{1-\alpha}\left[2 \alpha^{2} w-8 \alpha w+24 \alpha h+7(w-4 h)\right] z_{1}^{-1} w^{-1 / 2} \ldots
$$

Expressions for $f_{1}, g_{1}, f_{2}$ and $g_{2}$ were calculated in MAPLE V.
Suppose $\mathscr{F}\left(y_{1}, y_{2}, r, z_{1}, z_{2}, p_{3}\right)$ is the supplementary algebraic interval of system (3.1) when $H_{1}=H_{2}=0$.

Then

$$
\mathscr{F}\left(\sqrt{\varepsilon} y_{1}, \sqrt{\varepsilon} y_{2}, r, z_{1}, z_{2}, \sqrt{\varepsilon} p_{3}\right)=\sum_{l=l_{10}}^{\infty} \varepsilon^{1 / s} F^{l / s}\left(h, u, v, z_{1}\right), \quad l_{0} \in \mathbf{Z}, \quad s \in \mathbf{N}
$$

is the algebraic integral (5.1) with arbitrary $\varepsilon$. Suppose $m$ is a minimum number such that the quantity $F^{m / s}$ is functionally independent of $h$. Then the integral $\sum_{l=l_{0}}^{\infty} \varepsilon^{l / s} F^{l / s}$ can be replaced by $\sum_{l=m}^{\infty} \varepsilon^{(l-m) / s} F^{l / s}$. In view of the fact that system (5.1) is rational with respect to $\sum_{0}$ its component for integer powers of $\varepsilon$ will also be the integral (5.1).

It follows from the existence of the supplementary algebraic $\varepsilon^{2}$-integral $F^{0}(u, v)+\varepsilon F^{1}\left(u, v, z_{1}\right)+\varepsilon^{2} F^{2}(u$, $v, z_{1}$ ) of system (5.1) that

$$
\begin{align*}
-\frac{\partial F^{1}}{\partial z_{1}}= & \frac{\partial F^{0}}{\partial u}(u, v) f_{1}\left(u, v, z_{1}\right)+\frac{\partial F^{0}}{\partial v}(u, v) g_{1}\left(u, v, z_{1}\right),\left(\frac{\partial F^{0}}{\partial u}, \frac{\partial F^{0}}{\partial v}\right) \not \equiv 0  \tag{5.4}\\
& -\frac{\partial F^{2}}{\partial z_{1}}=\frac{\partial F^{0}}{\partial u}(u, v) f_{2}\left(u, v, z_{1}\right)+\frac{\partial F^{0}}{\partial v}(u, v) g_{2}\left(u, v, z_{1}\right)+ \\
& +\frac{\partial F^{1}}{\partial u}\left(u, v, z_{1}\right) f_{1}\left(u, v, z_{1}\right)+\frac{\partial F^{1}}{\partial v}\left(u, v, z_{1}\right) g_{1}\left(u, v, z_{1}\right) \tag{5.5}
\end{align*}
$$

Here and below, for brevity, the dependence on $h$ is not indicated.
It follows from relations (5.3) and (5.4) that

$$
\operatorname{res}_{z_{1}=0}\left(-\frac{\partial F^{1}}{\partial z_{1}}\right)=-\alpha h^{-1 / 2} u v,\left(v \frac{\partial F^{0}}{\partial v}-u \frac{\partial F^{0}}{\partial u}\right) \equiv 0
$$

whence, when $\alpha \neq 0$ (here we distinguish the third Clebsch case $\alpha=0$ ), it follows that $F^{0}=F^{0}(u v)$, and, without loss of generality, we can put $F^{0}=u v$. Then, in view of (5.4)

$$
F^{1}=\frac{\nu^{2}}{1-\alpha}\left[\nu^{2} w^{1 / 2}\left(\sum_{k=0}^{-2 \alpha} \frac{C_{-2 \alpha}^{k}}{2 k+1}(-4 h)^{-2 \alpha-k} w^{k}\right)-u^{2}(6 \alpha-7) w^{-1 / 2}\right]+\varphi^{\prime}(u, \nu)
$$

Suppose $C\left(z_{1}, w^{1 / 2}\right)$ is the space of rational functions of $z_{1}, w^{1 / 2}, \delta=2 h^{1 / 2}+w^{1 / 2}$. Suppose $N$ is a linear space above $C$, generated by $C\left(z_{1}, w^{1 / 2}\right), \ln z_{1}, \ln \delta$.

In view of the fact that the primitives $\int f_{1} d z_{1}$ and $g_{1} d z_{1}$ belong to $N$, the term $\varphi^{1}$ makes no contribution to $-F^{2} \bmod N$. To calculate $-F^{2} \bmod N$ it is sufficient [24] to substitute into relations (5.5) terms of small powers of $w$

$$
\begin{aligned}
& \frac{\partial\left(F^{\prime}-\varphi^{\prime}\right)}{\partial u}=\frac{2(6 \alpha-7)}{\alpha-1} u v^{2} w^{-1 / 2}(1+O(w)) \\
& \frac{\partial\left(F^{\prime}-\varphi^{\prime}\right)}{\partial v}=\frac{2 v w^{-1 / 2}}{\alpha-1}\left[(6 \alpha-7) u^{2}-2 v^{2}(4 h)^{-2 \alpha} w+O\left(w^{2}\right)\right]
\end{aligned}
$$

(the remaining terms make no contribution to the residues at the point $w=0$ ). Taking into account the fact that

$$
v f_{2}+u g_{2}=\frac{2}{(\alpha-1)^{2}} u v^{3} z_{1} w^{-2}\left[6\left(3 \alpha^{2}-7 \alpha+4\right) u^{2}+((5 \alpha-6) w+2 h) v^{2}\right]
$$

we obtain from relations (5.5) that $-F^{2} \bmod N$ is a polynomial in $u$ and $v$ and its coefficient of $u v^{5}$ is equal to $4 h^{-2 d}(d-1)^{-2} \ln w$, which contradicts the fact that $F^{2}$ is algebraic.

Remark. When there is a complete set of algebraic $\varepsilon^{0}$ - integrals, instead of obstacles to integrability of the Husson form (4.16); (4.10), (4.23); ... in this problem we use the equivalent obstacles-the residues and periods of the right-hand sides of (5.4), (5.5) ..., multiplied by $d z_{1}$, on the Riemann surface ( $z_{1}$, $\tilde{y}_{1}\left(z_{1}\right), \tilde{y}_{2}\left(z_{1}\right)$ ), defined by relations (5.2) (on which they are rational). In particular, a smaller number of quadratures is required to calculate these obstacles.

## 6. PROOF OF THE ASSERTIONS OF SECTION 2

Proof of Property 1. Suppose

$$
g=\sum_{t=0}^{n_{1}} g_{1} \ln ^{\prime} \vartheta
$$

Then

$$
\left.v_{\infty}(f+g)=\min _{l} \operatorname{ord}_{\infty}\left(f_{l}+g_{l}\right) \geqslant \min _{l}\left\{\operatorname{ord}_{\infty} f_{l}, \operatorname{ord}_{\infty} g_{l}\right)\right\}=\min \left(v_{\infty} f, v_{\infty} g\right\}
$$

Proof of Property 2. Obviously

$$
\operatorname{ord}_{\infty}\left(f_{1} g_{m}\right)=\operatorname{ord}_{\infty} f_{l}+\operatorname{ord}_{\infty} g_{m} \geqslant v_{\infty} f+v_{\infty} g, \quad 0 \leqslant l \leqslant n, \quad 0 \leqslant m \leqslant n_{1}
$$

Suppose $l_{0}$ and $m_{0}$ are minimum numbers such that

$$
\operatorname{ord}_{\infty} f_{l_{0}}=v_{\infty} f, \quad \operatorname{ord}_{\infty} g_{m_{0}}=v_{\infty} g
$$

Then

$$
\operatorname{ord}_{\infty}\left(\left(\sum_{l=0}^{n} f_{l} \ln ^{\prime} \vartheta\right)\left(\sum_{l=0}^{n_{1}} g_{m l} \ln ^{m} \vartheta\right)\right)_{l_{l 1}+m_{l l}}=\operatorname{ord}_{\infty} \sum_{l=-l_{01}}^{m_{10}} f_{l_{0}+l_{m_{l}-l}}=\operatorname{ord}_{\infty}\left(f_{l_{1}} g_{m_{0}}\right)=v_{\infty} f+v_{\infty} g
$$

Proof of Lemma 1. Using a Puiseux expansion

$$
g^{\prime}(s)=s^{-k}\left(a_{0}+a_{1} s^{-1 / t}+\ldots\right), \quad a_{0} \neq 0, \quad t \in N, \quad k \in \mathbf{Q} / 1
$$

we have

$$
g(s)=C+s^{1-k}\left[a_{0} /(1-k)-a_{1} s^{-1 / 1} /(1-k-1 / t)+\ldots\right], \quad C=\text { const }
$$

whence

$$
\operatorname{ord}_{\infty} g=\min \left\{\operatorname{ord}_{\infty} C, \operatorname{ord}_{\infty} g^{\prime}-1\right\}, \quad \operatorname{ord}_{\infty} 0=+\infty
$$

Consequently, when ord $\operatorname{org}_{\infty} g<0$ we obtain assertion $a$, when $\operatorname{ord}_{\infty} g<0$ we have $\operatorname{ord}_{\infty} g^{\prime}>1$ and $C \neq 0 b$, and when $\operatorname{ord}_{\infty} g^{\prime}>0$ we have $C \neq 0 a$.

Proof of Property 3a. Actually

$$
\begin{aligned}
& v_{\infty} f^{\prime}=\min _{l} \operatorname{ord}_{\infty}\left(f_{1}^{\prime}+2(l+1) W^{-1} f_{l+1}\right) \geqslant \min _{l}\left(\operatorname{ord}_{\infty} f_{l}^{\prime}, \operatorname{ord}_{\infty}\left(W^{-1} f_{l+1}\right)\right) \geqslant 1+ \\
& +\min _{l} \operatorname{ord}_{\infty} f_{l}=1+v_{\infty} f
\end{aligned}
$$

where the first equality follows from the definition of $v_{\infty}$, the first inequality follows from Property 1 , and the second follows from Lemma 1.

Proof of Property 3b. Suppose the number $l$ is such that $v_{\infty} f=\operatorname{ord}_{\infty} f_{l}$ Then

$$
v_{\infty} f^{\prime} \leqslant \operatorname{ord}_{\infty}\left(f_{l}^{\prime}+2(l+1) W^{-1} f_{l+1}\right)=\operatorname{ord}_{\infty} f_{l}^{\prime}=1+\operatorname{ord}_{\infty} f_{l}=1+v_{\infty} f
$$

where the inequality follows from the definition of $v_{\infty}$, the second equality follows from Lemma 1 , since possibility $b$ in it is eliminated, and the first equality follows from the second and from the relation

$$
\operatorname{ord}_{\infty}\left(f_{l+1} W^{-1}\right)=2+\operatorname{ord}_{\infty} f_{l+1} \geqslant 1+\operatorname{ord}_{\infty} f_{l}
$$

Proof of Criterion 1. Suppose that either or $j=0, k=-1,-3 / 2,-2, \ldots$, or $j=1, k=-3 / 2,-2,-3 / 2, \ldots$ We put

$$
I_{j k l}=\int s^{i} W^{k} \ln ^{l} \vartheta d s, \quad l=0,1,2, \ldots
$$

Then $I_{j k 0}-\delta_{0 j} B_{k} \ln \vartheta \in K$ for a certain constant $B_{k}$ and hence $I_{j k 0} \in L$. By making the replacement $s=1 / z$ we can establish that $I_{j k l}$ is an analytic function at the point $s=\infty$. Consequently, $v_{\infty} I_{j k 0} \geqslant 0$.

Integrating by parts

$$
\begin{equation*}
I_{j k l}=I_{j k 0} \ln ^{\prime} \vartheta-2 l j W^{-1} I_{j k 0} \ln ^{1-1} \vartheta d s \tag{6.1}
\end{equation*}
$$

we use induction with respect to $l$, and inside it induction with respect to $k$. We consider four cases of the evenness of the quantities $j$ and $2 k$. For example, if $j=0$ and $k$ is an integer, we have

$$
I_{0 k 0}=B_{k} \ln \vartheta+s \sum_{m=k+1}^{-1} A_{m} W^{m}, \quad A_{m}=\mathrm{const}
$$

Substituting this expression into (6.1) we obtain

$$
\left(1+2 l B_{-1}\right) I_{0-1 l}=I_{0-10} \ln ^{\prime} \vartheta-2 l \sum_{m=k+1}^{-1} A_{m} I_{1, m-1, l-1}
$$

where the second term belongs to $L_{0}=\left\{f \in L \mid v_{\infty} f \geqslant 0\right\}$ by the assumption of the induction.
Proof of Criterion 2. If $l, m<0$, we have $J_{l m} \in L$ in view Criterion 1. If $l<0 \leqslant m$, we have

$$
J_{l m}=-\sum_{i=1}^{m+l} A_{i} \int W^{i} d W \notin L \Leftrightarrow l \leqslant-1 \leqslant m+l
$$

The case $m<0 \leqslant l$ reduces to the previous integration by parts.
I wish to thank V. V. Kozlov for suggesting the problem and for useful advice, and Yu. A. Arkhangel'skii and D. V. Treshchev for their comments.
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